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Abstract

This paper presents a natural language processing
(NLP) approach to the problem of thoroughly compre-
hending song lyrics, with particular attention on genre
classification, view-based success prediction, and ap-
proximate release year. Our tests provide promising
results with 65% accuracy in genre classification and
79% accuracy in success prediction, leveraging a Distil-
BERT model for genre classification and BERT embed-
dings for release year prediction. Support Vector Ma-
chines outperformed other models in predicting the re-
lease year, achieving the lowest root mean squared error
(RMSE) of 14.18. Our study offers insights that have the
potential to revolutionize our relationship with music
by addressing the shortcomings of current approaches
in properly understanding the emotional intricacies of
song lyrics.

Introduction
In the modern world, music is essential to our existence
since it affects our feelings, entertains us, and fosters cross-
cultural relationships. Additionally, categorizing songs by
genre has also practical implications for recommendation
systems and personalized content delivery. But there’s a big
problem when people try to understand a song’s emotional
undertones just by reading the words. When the melody is
absent and one reads the lyrics alone, the spirit and mood
of the music are frequently lost, and it is hard to interpret
the emotional tone of the lyrics. People are unable to com-
pletely appreciate and comprehend the depth of musical ex-
pression as a result of this constraint. That’s why we want
to figure out if it is possible to predict essential information
about a song, including its genre, approximate age, and even
its potential success in terms of page views. Addressing this
problem, we want to use natural language processing (NLP)
techniques to analyze and interpret song lyrics comprehen-
sively. We want to gain important insights into the world of
music through the suggested solution, increasing everyone’s
enjoyment and accessibility. This project has the potential to
completely transform our understanding of and relationship
to music by overcoming the constraints imposed by the sole
focus on melody.
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While addressing the challenge of song lyrics classifica-
tion, we draw insights from existing works such as Khr-
ulchenko (2020) and Rajendran et al. (2022). On the one
hand, Khrulchenko (2020) employed traditional machine
learning methods, while on the other hand, Rajendran et
al. (2022) explored NLP-based models. Even though these
works provide foundational knowledge, limitations persist.
We aim to build upon these approaches and add value to the
world of music genre prediction.

This paper aims to determine which model is the most
effective and promising for classifying song genres, the suc-
cess of songs and for predicting the release year. For the
classification problem, we use a DistilBERT model (a dis-
tilled version of Bidirectional Encoder Representations from
Transformers). To encode the song lyrics, a DistilBERT tok-
enizer was utilized. For our dependent variables, we split the
’genre’ and ’views’ into five genre classes and two success
classes. Then we use the created lyrics tokens - based on
the pre-trained DistilBERT model ’distilbert-base-uncased’
- to predict the four genres and if the songs were a success
or not. The task of predicting musical genres presented sig-
nificant challenges, particularly in distinguishing between
pop and rock lyrics. Additionally, forecasting the success
by views was a challenge because there is a high range of
views, and it was difficult to find the right threshold value
for a song’s success. For predicting the release year of songs,
we used BERT embeddings and machine learning models.
The process commenced with the extraction of BERT em-
beddings from song lyrics, incorporating the DistilBERT to-
kenizer and model. Based on the embeddings and the de-
pendent variable ’year’, we figured out the best predictive
machine learning model with the lowest root mean squared
error (RMSE).

The paper is structured as follows: The next section pro-
vides information about related research that already exists.
Then we go deeper into our methodology where we explain
which methods we use for our song classification problem.
After that, we offer more insights about the Genius Dataset
and the results of our trained models. Finally, the last section
offers concluding remarks.

Related Work
In the following section, we will briefly analyze related
work. There is not much literature out there attempting to ad-



dress the problem of classifying song lyrics to their respec-
tive genre. However, most researchers implemented classical
approaches like machine learning models or simple neural
networks to do a song lyrics classification.

Application’s perspective
From the application’s perspective, Khrulchenko (2020) has
been one key contributor to song lyrics classification. In his
approach, ‘Pop, Rap and Heavy Metal - lyrics classifier’,
Khrulchenko attempted to classify the song genres using tra-
ditional machine learning techniques such as Logistic re-
gression, linear SVC, decision tree, and gradient descent.
However, the issue is that traditional methods often face lim-
itations in capturing the complex patterns and semantics of
music lyrics. As a result, music genre prediction oftentimes
becomes imprecise. Within our NLP venture, we aim to ad-
dress the limitations and challenges of conventional machine
learning approaches, such as Khrulenko (2020), by leverag-
ing state-of-the-art natural language processing models, par-
ticularly DistilBERT. By using DistilBERT’s contextual un-
derstanding, our approach aims to improve the accuracy and
reliability of genre & success classification.

Methodology’s perspective
On the other hand, from a methodology perspective, we
drew inspiration from Rajendran et al. (2022) work. Rajen-
dran et al. (2022) also employed NLP models for classifying
song lyrics. They implemented a LyBERT-based model to
predict the emotional tone of a song’s lyrics. To do so, they
divided the lyrics into four categories: happy, relaxed, an-
gry, and sad. In contrast to his work, we go a step further by
incorporating other features such as genre, success, and re-
lease year just by looking at the song lyrics. These improve-
ments not only help us to understand song lyrics better, but
they also allow us to gain deeper understanding and connec-
tions within the music domain.

Our goal is to add value to the existing literature by re-
fining and extending the approaches based on Khrulenko
(2020) and Rajendran (2022). By capitalizing on NLP ap-
proaches and adding new features, we hope to overcome the
limitations of traditional methods and enhance the analysis
of song texts. As a result, we hope to advance the area of
song lyrics’ predictive analysis.

Methodology
In this paper, we use a version of BERT (Bidirectional En-
coder Representations from Transformers), which is an im-
portant natural large language processing (NLP) model in-
troduced by Google in 2018. BERT uses a bidirectional
transformer design, which enables it to analyze both pre-
ceding and subsequent words simultaneously, allowing it to
examine a word’s whole context, in contrast to typical lan-
guage models that process text sequentially. Large volumes
of unlabeled text are exposed to the model during its pre-
training phase, which helps it acquire complex representa-
tions of language. For classifying genre and success based
on song lyrics, we use DistilBERT which is a transformer
model that is compact, lightweight, quick, inexpensive, and

trained by distilling BERT basis. The pre-trained distilbert-
base-uncased model is enabling us to figure out the complex
relationships embedded within songs. This section is based
on research of Adel et al., 2022.

Distilled BERT for Feature Extraction
In the following, we go deeper into the methodology and ar-
chitecture of DistilBERT. The suggested feature extraction
model, which is based on DistilBERT, goes through sev-
eral stages to process input sequences, which are tweets.
The architecture (shown in Figure 1) turns input sequences

Figure 1: The proposed feature extraction model

(X) into embedding vectors (S1) for individual words us-
ing DistilBERT. Utilizing a self-attention mechanism, Dis-
tilBERT’s transformer encoder creates contextual embed-
dings (S2) that encompass each word’s contextual informa-
tion. The entire tweet’s semantic content is then represented
by a single vector (S3) that is created by concatenating these
contextual embeddings. A fully connected layer receives the
concatenated vector (S3) as input, and outputs an output vec-
tor of size ’d,’ where ’d’ is the number of neurons. Then, in
order to optimize the previously trained DistilBERT for the
particular purpose of genre & success detection, a classifi-
cation layer is used. The purpose of this classification layer
is to forecast the genre & success class linked to every tweet
sequence that is input.

Lexicon Encoder
A multi-layered Neural Network is used to process each
tweet, which is represented by a series of tokens with a
length of s. Tokens make up the input X = x1, ..., xs. Each
token is mapped to an associated embedding vector that rep-
resents word, segment, and positional information. A special
token [CLS] is inserted as the first token (x1) in accordance
with the encoding strategy suggested by Devlin et al. (2018),
and the [SEP] token is positioned at the end of the sequence.



The embedding vectors for X are produced by the lexical
encoder. For every token in the sequence, this entails adding
up the word, segment, and positional embeddings.

Transformer Encoder
Now, we focus more on the general DistilBERT model ar-
chitecture, which is shown in Figure 2. We use a pre-trained
multilayer bidirectional transformer encoder to convert input
vectors (S1) into contextual embedding vectors. DistilBERT

Figure 2: The DistilBERT model architecture and compo-
nents

employs knowledge distillation to reduce the BERT base
model (bert-base-uncased) parameters. It runs 60 % faster
and requires 40 % less parameters than bert-base-uncased
while maintaining over 95 % of BERT’s performance (Sanh
et al., 2019). With the use of distillation, one can approx-
imate the whole output distributions of BERT by utilizing
a more compact model called DistilBERT, which has six
transformer layers instead of 12. With 66 million trainable
parameters, DistilBERT performs noticeably better than the
110 million parameter original BERT base model. Similar
to the BERT base training data, the 16 GB of training data
for DistilBERT comes from the English Wikipedia and the
Toronto books corpus. Gradient accumulation and a batch
size of 16 are used during DistilBERT’s training. To increase
efficiency, this method aggregates gradients from several
mini-batches before modifying the parameters. Notably, the
training approach omits next sentence prediction (NSP) and
segment embeddings learning objectives. When combined,
these modifications simplify the training process and make
DistilBERT a viable and productive substitute for BERT in
a range of natural language processing applications.

Fine-Tuning on Genre and Success Classification
Task
In our training loop, we initialize an AdamW optimizer with
a learning rate of 1e-5 and a weight decay term of 0.01 which
introduces L2 regularization helping to prevent overfitting.
Additionally, we use the CrossEntropyLoss to compute the
loss between predicted logits and ground truth labels during
training.

The final aim is to formulate a multi-class classification is-
sue with the contextual embedding learnt by the [CLS] token
from the input tweet X , or semantic representation S3. Pre-
dicting the likelihood that c will fall into a particular class,

’c,’ which stands for a genre or the success, is the aim.

P (c|X) = Softmax(WT ·X) (1)

Equation (1) specifies the use of the Softmax function to de-
termine this categorization probability. The Softmax func-
tion makes it easier to convert raw scores into probability
distributions, which allows the model to forecast the chance
that a given genre or success will include X .

Prediction of the Release Year based on BERT
Embeddings
For our regression model task, we extract BERT embed-
dings to predict the release year of songs. We used again
a pre-trained DistilBERT tokenizer to tokenize the pieces of
text into an input. The tokens are converted into input IDs,
and an attention mask is created - the both are then con-
verted into PyTorch tensors. The tensors are fed into the pre-
trained DistilBERT model to obtain the BERT embeddings.
The mean pooling operation is applied to obtain a single em-
bedding vector for the entire input. Table 1 shows the em-

Index BERT Embeddings
0 [-0.036851548, 0.10950465, 0.4777028...]
1 [-0.0088326335, 0.19127563, 0.47957394...]
2 [-0.17745975, 0.25770444, 0.23720546...]

Table 1: BERT Embeddings

bedding vectors for the first three song lyrics observations.
After extracting the embedding vectors, we use them as in-
put to predict the target variable ’year’. For doing so, a Sup-
port Vector Machine Regression (SVR) model with a linear
kernel is initialized. When used for regression tasks, Sup-
port Vector Machines (SVMs) typically transfer input vec-
tors into a high-dimensional feature space, where a linear
regression is carried out. Because the link between the in-
put vectors and the output values is frequently unclear and
probably non-linear, this mapping is essential. In this high-
dimensional space, SVR explicitly looks for a linear hyper-
plane that best fits the input vectors to the corresponding
output values (Wauters et al, 2014). Our specific goal of this
model’s training is to translate the BERT embeddings to the
target variable (e.g. forecasting a number connected to the
lyrics). The SVR model learns the relationship between the
BERT embeddings and the target variable.

Experiment
Dataset
For gaining insights and relationships in the world of mu-
sic, we want to use a dataset which contains information as
recent as 2022 scraped from Genius. In this place, music,
poetry, and even novels can be uploaded and annotated (but
largely songs). The dataset holds over 5 million lyric entries
in many different languages. We access the data set via the
’Kaggle’ website. For our project, we just want to focus on
song lyrics written in English. Additionally, due to compu-
tation constraints, we want to use a randomly chosen sample



for our models. The key variables in the dataset include the
title, artist, lyrics, genre, year, and page views, with each
playing a crucial role in understanding and analyzing the
music data.

In the dataset, the genre is labeled as ’tag’ and includes
pop, rock, rb, rap, misc, and country. Most of non-music
pieces are labeled as ’misc’, therefore we dropped all rows
with the tag value ’misc’. Furthermore, we found out that the
lowest value of the column year is 1. To have a more up to
date analysis, we just kept songs in our final datasets which
are older than 1960.

Descriptive Analysis and Preprocessing
As a first step, we started by collecting a distinct dataset
from Genius. For our data descriptive analysis, we use a
dataset with 50,000 observations. After some initial data
inspection and exploration, an exploratory data analysis
(EDA) was conducted. The EDA focused on understanding
the composition of the dataset, including the genre distri-
bution. We figured out, that the most common genres are
pop and rap. We also analyzed the most frequent words in
the different genres. We found out that the most frequent
words in the genres pop, rock, country, and rb are similar
where the most used word is ’love’. However, artists that are
writing songs in the genre rap use other special words. For
rap, the most frequent words include also ’bitch’ and ’fuck’.
Furthermore, we visualized the song lyric length and sought
to find patterns that might affect model training. During
our EDA we observed that songs lyrics with the genre rap
have on average the highest word count and text length,
and rock songs the lowest. However, we figured out that a
few songs have a very low word count which we labeled
as non-serious songs. That’s why, we set a filter with lyrics
word count above 100 words. Additionally, we performed a
sentiment analysis, determining the emotional tone of song
words. This analysis not only helps in revealing the emo-
tional intricacies of individual songs but also investigates
potential emotional links between genres. Figure 3 shows

Figure 3: Distribution of Sentiment Scores by Genre

the distribution of sentiment scores by genre. It is obvious
to observe that the genre rap has the lowest sentiment
score and therefore the highest negative sentiment. This
is not surprising because as already mentioned above, the

words used in rap lyrics are more negative than in the
other genres. The most positive sentiment score can be
observed in the genres rb and pop. Figure 4 analyzes the

Figure 4: Sentiment Trends over Years

sentiment trend over the years from 1960 to 2022. We can
see that the sentiment trend decreases over the years and
song writers tend to a more neutral sentiment when writing
their song lyrics. However, nowadays the sentiment score
tends to be more negatively on average. A reason could
be that more and more rap songs are released. However, a
bias may exist due to a smaller sample size of songs in 2022.

Before implementing the BERT model, we decided to
sample new datasets from our big Genius dataset for each
of the three use cases. For predicting genres, we selected a
dataset of 50,000 songs, focusing on entries with over 150
words to ensure substantial lyrical content and a minimum
of 1,000 views to maintain a basic quality standard. This
approach helped filter out non-song entries and outliers.
Additionally, we balanced the dataset across various genres,
adjusting sample sizes for more accurate and distinct genre
predictions. To forecast the success of a song, we labeled
songs with views under 100,000 as a fail, and songs with
page views above 100,000 as success. We balance the
dataset by 8,000 songs from both success classes to ensure
an equal presentation of the training data. Finally, to predict
the release year of a song, we extracted 300 songs for each
year from 1960-2022 for having a good balance. Addition-
ally, for the genre and year use case, we just consider songs
with above 1,000 views because we wanted to focus on
more popular songs. Another pre processing step is data
cleaning for special characters in the song lyrics. The main
structure of the lyrics is preserved and song metadata is
frequently present between square brackets in the middle
of the lyrics. This means that each entry probably has a lot
of new line characters, which might be problematic when
reading the data or feeding it to a model.

Evaluation Metrics
For our song lyrics classification task we use accuracy and
F1-score as our evaluation metrics. Accuracy is the ratio of
the correctly labeled genres and success/fail to the whole



pool of songs (Baratloo et al., 2015). Equation (2) shows
how accuracy is defined, where TP stands for true positive,
TN for true negative, FP for false positive, FN is false nega-
tive, and TN stands for true negative.

Accuracy =
TP + TN

TP + FP + FN + TN
(2)

The F1-score can be interpreted as a harmonic mean of the
precision and recall. Where precision is defined as TP

(TP+FP )

and recall as TP
(TP+FN) .

F1 Score =
2× (Recall × Precision)

Recall + Precision
(3)

For predicting the release year, we implement the root mean
squared error (RMSE) as our evaluation metrics. The RMSE
is a measure of the average magnitude of errors between pre-
dicted values and actual values, which is shown in equation
(4) (Chai et al., 2014).

RMSE =

√√√√ 1

n

n∑
i=1

e2i (4)

Model Results
Genre classification presented a notable challenge, partic-
ularly in distinguishing between pop and rock lyrics, due
to their shared thematic and stylistic nuances. We experi-
mented with various methods, such as a two-step classifi-
cation process and focus weight adjustments, in an effort
to refine the model’s accuracy between these genres. Ulti-
mately, the solution lay in fine-tuning a standard model and
hyperparameter optimization. This fine-tuning improved our
model’s discernment capabilities, leading to a genre classi-
fication accuracy of 65% across five different classes, mark-
ing a substantial achievement within the domain of natu-
ral language processing for song lyrics. Furthermore, the
genre classification for predicting rap has a F1-score of 0.84,
which implies a very good prediction - not that surprising
because of the unique words which are used in rap lyrics.

Figure 5: Classification Report for Predicting Genre

Since it was pretty hard, to predict the exact page view
for a specific song just based at song lyrics BERT embed-
dings, we decided to label songs by their success based on
the views. The best performance could be observed at a one-
split classification task, where we just classify the songs into

Figure 6: Classification Report for Predicting Success

success and fail. The classification report in figure 6 shows
how good our model performs on our test data. With an over-
all accuracy of 79% our model achieves good results in clas-
sifying songs as success or fail.

Finally, we tried to predict the approximate release year of
a song. For this, we trained several machine learning mod-
els with our extracted BERT embeddings. Table 2 shows the

Model RMSE
Random Forest 16.45
Support Vector Machines 14.18
Linear Regression 14.28
XGBoost 15.26
K-Nearest Neighbors 16.83

Table 2: RMSE Values for Different Models

root mean squared errors for the different machine learning
models. The table displays that all classic machine learn-
ing models performs similar based on the RMSE, with Sup-
port Vector Machines Regression Model performing the best
with the lowest RMSE of 14.18. We also tried to fine tune a
neural network based on our DistilBERT embeddings. How-
ever, due to computational restriction, we had difficulties to
fine tune the neural network with its best hyperparamaters.
Therefore, we ignore the results for our neural network in
table 2.

Figure 7: Example of application prediction for Rihanna’s
song ”If It’s Lovin’ That You Want” from 2005, illustrating
the integrated output of our models.

In a final step we have integrated our fine tuned Distil-
BERT models into a practical app dashboard. This applica-
tion utilizes our DistilBERT-based models to analyze input



song lyrics and predict genre, potential success, and release
year in an integrated fashion. As an example, the dashboard
has successfully identified the genre, predicted the success
and approximated the release year for Rihanna’s 2005 song
”If It’s Lovin’ That You Want”, as shown in figure 7. This not
only demonstrates the apps’s capabilities but also rounds up
our fun and engaging approach to the classification of song
lyrics.

Conclusion
In conclusion, this study has successfully leveraged the Dis-
tilBERT model to navigate the complexities of song lyric
classification, tackling the various challenges of genre dif-
ferentiation with a notable accuracy of 65% and forecast-
ing song success with a 79% accuracy rate. The models’
proficiency extends to estimating song release years, as ev-
idenced by the lowest RMSE of 14.18 achieved by Support
Vector Machines. By integrating these models into a user-
friendly dashboard, we have provided an innovative tool that
not only predicts genre, success, and release year with re-
markable precision but also offers a playful yet insightful ex-
ploration into the emotional landscape of music lyrics. This
fusion of advanced NLP techniques and practical application
encapsulates the essence of our research, marking a signif-
icant stride in the understanding and classification of music
only through its lyrical content.
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